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When a stably stratified density interface is embedded in a region of strong velocity
shear, hydrodynamic instabilities result. Here we generalize the stratified shear layer
to allow an offset between the centre of the shear layer and the density interface. By
including this asymmetry, and keeping the density interface thin with respect to the
shear layer, the asymmetric Holmboe (AH) instability emerges. This study examines
the evolution and mixing behaviour of AH instabilities, and compares the results to
the well-known Kelvin—Helmholtz (KH) and Holmboe instabilities. This is done by
performing a series of direct numerical simulations (DNS). The simulation results
show that there are two different mixing mechanisms present. The first is a feature of
KH instabilities and leads to the mixing and production of intermediate density fluid.
The second mixing mechanism is found in AH and Holmboe instabilities and consists
of regions of mixing and turbulence production that are located on one or both
sides of the density interface. Since the Holmboe-type instabilities do not generate a
large-scale overturning of the central isopycnal, the density interface is able to retain
its identity throughout the mixing event. The amount of mixing that takes place is
found to be strongly dependent on the degree of asymmetry in the flow.

1. Introduction

Many flows of a geophysical and engineering nature involve the horizontal shearing
of a stably stratified density interface. Under certain conditions, this flow will become
unstable and develop hydrodynamic instabilities. These instabilities are responsible
for leading the flow to a turbulent state whereby irreversible mixing of the density
field is accomplished. The exact form that these instabilities take — and hence, the
evolution of the flow — is dependent on a number of parameters describing the initial
velocity and density distributions.

Studies to date have predominantly focused on the case in which the centre of the
shear layer and the density interface coincide — referred to herein as the symmetric
case. In this case, two different instabilities are possible depending upon the relative
strength of the stratification (as measured by an appropriate Richardson number)
and the thickness of the density interface. When levels of stratification are sufficiently
weak, and conditions for instability are met (to be discussed in the following section),
the Kelvin—Helmholtz (KH) instability results. The KH instability is characterized by
a periodic roll-up of the density interface caused by the concentration of shear-layer
vorticity into discrete billows. The instability has the appearance of a stationary
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breaking wave in which the density interface curls up to form statically unstable
regions that move with the mean velocity of the flow. The unstable regions of the
billow continue to roll up until a saturated amplitude is reached. During this phase
of essentially two-dimensional development, secondary instabilities begin to grow. As
the billow becomes saturated, the interaction of the secondary instabilities leads the
flow into a turbulent collapse, after which a relaminarization occurs (Caulfield &
Peltier 2000; Peltier & Caulfield 2003).

As the level of stratification is increased, and the density interface is kept relatively
thin in comparison to the shear-layer thickness, the shear is no longer able to
overturn the density interface and Holmboe instability develops (Holmboe 1962).
Holmboe instability is thought to be the result of a resonant interaction between
disturbances in the shear-layer vorticity and internal gravity waves on the density
interface (Baines & Mitsudera 1994). Since the density gradient is sufficiently strong
and thin, it can be thought of as dividing the shear-layer vorticity into two segments
that have only a limited interaction with one another. For this reason, instability
develops on each side of the density interface, and is characterized by cusp-like waves
that travel at equal and opposite speeds with respect to the mean flow. Each of these
unstable waves is referred to as a Holmboe mode.

When asymmetry is introduced (i.e. the velocity and density profiles are offset from
one another), and the density interface remains thin, linear theory suggests that one of
the two unstable Holmboe modes become preferentially destabilized while the other
is more strongly stabilized (Lawrence, Browand & Redekopp 1991). This causes the
phenomenon of ‘one-sidedness’, where disturbances and mixing are found to occur
on predominantly one side of the density interface. The occurrence of one-sided
flows has been noted in the tilting tube experiments of Thorpe (1968), as well as
mixing-layer experiments discussed in Maxworthy & Browand (1975) and Lawrence
et al. (1991). In the case of mixing-layer experiments, the asymmetry was found to be
caused by the different boundary-layer thicknesses between the high- and low-speed
layers (Lawrence, Haigh & Zhu 1998). This results in a greater fraction of the shear-
layer vorticity in the high-speed layer, and a one-sidedness in the development of the
instabilities.

The first laboratory experiments that appeared to confirm the existence of
instabilities other than KH in a stratified shear flow were those of Thorpe (1968).
Using a tilting tube, Thorpe was able to create a nearly parallel flow for a short period
of time until surges formed at the channel ends reached the centre of the tube. Some
of the best known photographs of KH billows were taken from these experiments. In
addition to KH instabilities, observations were also made of instabilities exhibiting a
one-sided behaviour. These appeared as cusp-like waves that travelled with respect
to the mean flow. Since the Holmboe instability is predicted to be comprised of
both left- and right-propagating modes, these instabilities do not appear to be of
the type Holmboe (1962) predicted (though they resemble his predictions in many
other respects). Thorpe (1968) notes that throughout the evolution of these one-sided
instabilities, the density interface ‘retains its identity’, presumably meaning that the
mixing processes leave the interface relatively intact. In this respect, the mixing is
different from that present in KH instabilities, where it is accomplished by a large-scale
overturning of the central isopycnal and subsequent mixing of the interface.

In addition to mixing-layer facilities and tilting-tube experiments, the effects of
asymmetry have been observed in a number of flows of considerable oceanographic
importance. Most notably, in the exchange flow that occurs over the Camarinal Sill
in the Strait of Gibraltar (Armi & Farmer 1988). Here, high-salinity water from the
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Mediterranean Sea meets lower-salinity Atlantic water, and a bi-directional exchange
flow is set up in which an asymmetry is observed in the measured velocity and
density profiles. Using acoustic imaging techniques, the asymmetrical instabilities
observed were noted to more closely resemble the Holmboe type than symmetrical
KH. The presence of turbulence and mixing in flows of this nature has been found
to significantly alter their dynamics (e.g. Winters & Seim 2000; Ivey 2004).

One-sidedness is also a common feature in the dynamics of stratified rivers, where
dense salt water meets the lighter fresh water from the river discharge. This is known
to be the case from studies of salt-wedge intrusions by Sargent & Jirka (1987),
Yonemitsu et al. (1996) and Yoshida et al. (1998). In the latter of these studies,
a one-sided overturn was observed using acoustic imaging in the Ishikari River.
The overturn is expected to be the result of asymmetry in the velocity and density
distributions as well as asymmetrically placed upper and lower boundaries.

Asymmetric density stratified shear instability constitutes a largely unexplored area
in the study of mixing in shear flows. To date, the majority of studies have focused on
stratified free shear layers subject to the KH instability (e.g. Thorpe 1973; Scinocca
1995; Caulfield & Peltier 1994, 2000; Cortesi, Yadigaroglu & Bannerjee 1998; Smyth
1999; Smyth & Moum 2000q,b; Staquet 2000; Smyth, Moum & Caldwell 2001;
Peltier & Caulfield 2003). This probably stems from the long-standing belief that the
KH instability is the only shear instability to develop a large-scale overturning of the
density interface (taken as the central isopycnal), thereby precluding other instabilities
as a significant source of mixing (Thorpe 1987). However, the findings of Smyth &
Winters (2003, after herein referred to as SWO03) indicate that in certain regions of
parameter space the Holmboe instability, if given enough time, is able to generate
levels of mixing and turbulence that exceed those of the KH instability. The long-term
nonlinear evolution and mixing behaviour of asymmetric Holmboe (AH) instabilities
have not previously been studied.

In this study, the results of SWO03 are extended to the asymmetric case, where the
evolution and mixing behaviour are examined for a range of asymmetries. This is done
through a series of direct numerical simulations. The paper is organized as follows.
Section 2 describes relevant parameters, stability characteristics, and the framework
by which the evolution of the flow is studied. Section 3 focuses on details of the
numerical solution method used. This is followed by a description of the simulation
results in §4, a discussion in §5, and conclusions in § 6.

2. Background
2.1. Relevant parameters

The basic components of a density stratified shear layer consist of initial velocity
and density profiles whose variation in the vertical will be represented by hyperbolic
tangent functions. A schematic of these idealized profiles is shown in figure 1. The
stable layered density distribution has a total difference in density of Ap, and varies
over a length scale n between the two layers. Similarly, the velocity difference between
the two streams is represented by Au, which varies continuously over a length scale
ho. The offset between the centre of the shear layer and the centre of the density
interface is denoted by d. From these variables it is possible to define two important
dimensionless parameters to the evolution of the flow: the scale ratio, R = ho/n;
and the asymmetry factor, a = 2d/ho. They measure the relative thickness of the
regions of velocity and density variations, and the magnitude of the profile asymmetry,
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FIGURE 1. Schematic illustrating the parameters considered in the velocity and density
distributions of an asymmetric stratified shear layer.

respectively. These profiles are represented mathematically by

Au 2
U(z) = - tanh <hoz —a) , (2.1a)
A 2
5(z) = =2 tanh = Rz, (2.1b)
2 ho

where the velocity field in a Cartesian coordinate system given by u = (u, v, w) has
the initial velocity profile # = (U(z), 0, 0), and the initial density profile p(z). Here,
(x, y, z) denote the streamwise, spanwise and vertical directions, respectively.

Although these profiles are an idealization, the use of hyperbolic tangent profiles
was tested experimentally in the laboratory investigation of Yonemitsu et al. (1996),
where a good agreement was found in the case of salt-wedge intrusions; a flow known
to exhibit asymmetry (see §1).

If we now consider a stratifying agent (usually either heat or salt) with a molecular
diffusivity of «, in a fluid of kinematic viscosity v, and a reference density of py, three
additional dimensionless parameters result:

Auhyg Apghy v

= Pr=—. 2.2
- mauy Tk @2)

Re

The Reynolds number, Re, for the simulations discussed in this study is 1200. This
value is representative of conditions found in laboratory experiments and may be
representative of low-Re mixing events observed in oceans and lakes (Thorpe 1985;
Smyth et al. 2001). Notably, this Re is within the range of instabilities observed in
the seasonal thermocline of the Mediterranean Sea by Woods (1968) (see also Thorpe
1985).

The bulk Richardson number, J, represents the ratio of the stabilizing effect of
stratification to the destabilizing effect of the velocity shear, and is chosen to be
0.15. This value of J allows for the growth of both KH and Holmboe instabilities
through an adjustment of the scale ratio R, and is representative of conditions found
in both field and laboratory studies (Thorpe 1985). The Prandtl number, Pr, is the
ratio of the kinematic viscosity to the molecular diffusivity of the stratifying agent,
and is therefore a property of the fluid. A value of Pr = 9 was chosen for the current
simulations, which corresponds to thermal stratification in both fresh and salt water.
It should be noted that Pr is also used as a guide in the choice of the initial value
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FIGURE 2. Profiles of Ri(z) for the hyperbolic tangent profiles in (2.1) with J = 0.15 and
a = 0 (solid line), @ = 0.5 (dashed line), and @ = 1.0 (dot-dashed line). The dotted vertical line
indicates Ri(z) = 0.25. (a) R = 3, (b) R = 1. The centre of the density interface is located at
7/ ho = 0 with the shear layer displaced upwards.

of R. This can easily be seen by considering only the process of diffusion acting on
both the vorticity of the shear layer, and the stratifying agent of the density interface.
Given a time scale 7, each interface will grow by diffusion according to hy ~ (v7)'/?
and 5 ~ (k7)"/2. Taking the ratio of these length scales R ~ Pr'/? is found. Therefore,
in most circumstances we will use R = Pr'/%,

The choice of R has a large influence on the stability of the flow at J = 0.15. This
is seen by considering the gradient Richardson number Ri(z) = N?/(dU/dz)?, where
N*(z) = (g/po)(—dp/dz) is the squared buoyancy frequency. By the Miles-Howard
criterion, a necessary condition for instability (based on linear theory of inviscid
parallel flow subject to infinitesimal perturbations) is that Ri(z) < 1/4 for some z
(Miles 1961; Howard 1961). For the hyperbolic tangent profiles used in this study, the
choice of R > 2 results in the possibility for unstable Holmboe modes to exist in the
symmetric (a = 0) case (Alexakis 2005). In this case, the regions in which Ri(z) < 1/4
are located above and below the centre of the density interface, with Ri(z) attaining
a maximum in the region coincident with the density interface (figure 2a), expressing
the increased stability of this region. A similar Ri(z) profile results when asymmetry
is introduced, but the region in the dominant layer displays a slightly larger region
of Ri(z) > 1/4. For the symmetric case with R < /2, there is a Ri(z) minimum
in the region of the density interface and the only instability possible is KH (see
figure 2b for R = 1 profiles). If an asymmetry is present in this case, then the region
of Ri(z) < 1/4 is shifted along with the centre of the shear layer, with a lower
minimum value resulting. To our knowledge, asymmetric flows with R < \/2 have
not been examined, and in this study the asymmetry is only applied to the R = 3
profiles, where Holmboe modes are predicted (Haigh & Lawrence 1999). It should be
noted that the above discussion applies to J = 0.15; however, it is possible for the
symmetric KH instability to result for R > /2 at lower J.
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Choice of the parameters mentioned above was also motivated by numerical
constraints (to be discussed further in §3.1) and to facilitate better comparison to the
results of SWO03.

2.2. Stability characteristics

A linear stability analysis of the profiles of (2.1) was first conducted for the symmetric
case by Hazel (1972), and subsequently by Smyth, Klaassen & Peltier (1988) and
Haigh (1995) where viscosity and mass diffusion were included in the analysis. These
studies found that for large enough values of R (Alexakis 2005 found R > 2 for
inviscid flow) there are two regions of instability: a KH region present when J is
sufficiently small, and a Holmboe region for larger J. Across the transition, the
solutions of the linear stability problem move from unstable KH modes that are
stationary with respect to the mean flow and exhibit higher growth rates, to unstable
Holmboe modes that occur in pairs having equal and opposite phase speed and lower
growth rates. It should also be noted that in transitioning from the KH region to the
Holmboe region there is a rapid change in the wavenumber of the fastest growing
mode as well as a rapid decrease in growth rate. It has been confirmed through both
numerical simulations (e.g. Smyth et al. 1988; SWO03) and laboratory experiments
(e.g. Maxworthy & Browand 1975) that the KH and Holmboe instabilities have
a very different nonlinear appearance. Notably, the KH instability takes the form
of a stationary billow, whereas the Holmboe instability consists of two cusp-like
propagating waves of equal amplitude and equal but opposite phase speed.

In symmetric flows, the transition between KH and Holmboe instabilities is well
defined, and this permits a fairly clear distinction in both the linear and nonlinear
regimes between the two. The same is not true in the asymmetric case. Although the
nonlinear development of asymmetric stratified shear layers is not well known, both
one-sided billowing and cusp-like wave behaviour have been observed (Thorpe 1968;
Maxworthy & Browand 1975; Lawrence et al. 1991). This has prompted a distinction
between ‘asymmetric KH’ and ‘asymmetric Holmboe’ instabilities by Lawrence et al.
(1998) in terms of nonlinear characteristics.

The linear stability properties of asymmetric flows satisfying (2.1) have been studied
by Haigh (1995), Haigh & Lawrence (1999) and Lawrence et al. (1998), where the
region of instability was found to split into two separate and unequal modes that travel
in opposite directions. Furthermore, all unstable modes are predicted to possess a
non-zero phase speed. In these respects, the resulting instabilities might be considered
to be more closely related to the Holmboe instability. However, note that in the limit
a — oo, the resulting instabilities must approach Rayleigh’s case of a homogeneous
shear layer (Rayleigh 1880).

We plot values of the growth rate o, phase speed ¢,, and wavenumber of maximum
growth «,,,., for each value of the asymmetry considered, where they have been
non-dimensionalized by the scales hy and Au (figure 3). This shows a continuous
progression from the symmetric Holmboe mode at ¢ = 0 to an instability that
appears closer to the Rayleigh instability for larger values of a. In light of these
results — and the fact that the nonlinear evolution bears a strong resemblance to a
Holmboe mode — we have chosen to refer to the instabilities as AH for the remainder
of the paper.

2.3. The partition and transfer of energy

To gain insight into the processes involved in the evolution of the flow through its
various stages of development, it is useful to partition the energy into a number of
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FIGURE 3. Linear stability properties of the unstable mode using profiles (2.1) and the various
values of a used in this study (indicated by the circles). (a) The growth rate (dashed line)
and the phase speed (solid line). (Note that in the symmetric Holmboe case (¢ = 0) only the
positive phase speed is shown.) The horizontal dotted line marks the growth rate of Rayleigh’s
instability of a homogeneous shear layer, which is stationary and therefore coincident with
the a-axis for the case of the ¢, curve. (b) The wavenumber of maximum growth is plotted
with the dotted line again marking the value of the associated Rayleigh instability. The values
presented were obtained from solution to the Taylor—Goldstein equations as discussed in § 3.2
for J =0.15, Re = 1200, Pr =9 and R = 3.

different reservoirs. As the flow evolves, the energy transfers between these reservoirs
are calculated, based on the framework of Winters et al. (1995). This begins with the
definition of the total potential energy, expressed in dimensionless form as

_ 8
? = m(ﬂ@w (2.3)

where (+)y denotes a volume average over the computational domain, and g is the
acceleration due to gravity. 2 can be partitioned into the available potential energy,
2,4, and background potential energy, Z3, reservoirs. Here 25 is defined as

Py <,OBZ>V, (24)

= 8
(Au)?po

where pp = pp(z) is the background density profile. This profile represents the
minimum potential energy state of the density field if fluid elements are rearranged
and deformed adiabatically, i.e. without altering their density. Such a profile is a
monotonically decreasing function of height. The significance of pp lies in the fact
that for a closed domain (as is used here) any changes to this profile are irreversible,
and lead to an increased 25 as time proceeds (Winters et al. 1995). These changes
are closely linked with the rate of mixing of the density field. It is now possible to
define 2, by

This quantity represents the amount of potential energy that is available to be
converted back to kinetic energy to drive fluid motions. Unlike the £p reservoir,
changes in £, are reversible and represent ‘stirring’ processes (Peltier & Caulfield
2003). These relationships can be seen more clearly by looking at the evolution
equations for the kinetic and potential energy reservoirs. For a closed domain in
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dimensionless form (see Winters et al. 1995; Peltier & Caulfield 2003):

dx”
E7=—J@wwv—&anVth=@+& (2.6)
dz J
where the volume averaged kinetic energy is given by
(w-u/2)y
N = Y 2.8
(D)2 (2.8)

and H is the dimensionless domain height. The variables and operators with an
asterisk as subscript have been non-dimensionalized by the velocity, length, density
and time scales given by Au, hy, Ap and ho/Au, respectively. These scales are used
throughout the rest of the paper.

The buoyancy flux, 4, represents the reversible transfer of energy between the
kinetic and potential energy reservoirs. This can be seen by its presence in (2.7), where
it is of opposite sign to (2.6), indicating that transfers exist between both reservoirs.
The last term in (2.6), &, gives the average loss of kinetic energy owing to viscous
dissipation. This constitutes an irreversible transfer from % to the internal energy
reservoir of the fluid. Since ¢ acts most effectively on the small scales of velocity
variation, it can be used as an indicator for the level of turbulence present in the
flow. The last term in (2.7), @, represents the irreversible rate of increase of 2 owing
to the molecular diffusion of the initial density profile. In this representation, it has
been assumed that Ppoyom — Prop = Ap, Where Ppoiom and p,,, denote the average
density on the bottom and top vertical domain boundaries. This assumption holds for
sufficiently large domain heights such that the average density at the vertical domain
boundaries remains constant, and the difference is always Ap. This term plays only
a minor role in the dynamics of high-Re and high-Pr mixing events. However, since
the present study is constrained to relatively low Re and Pr, the energy transfer by
@ represents a non-negligible component of the dynamics, and serves to quantify the
rate of increase in £ that occurs in the absence of fluid motion.

In order to quantify the rate of fluid mixing, similar equations are written for 2,
and 25 as follows:

d2,
e (2.9)
d2,
=t (2.10)

Here, .4 represents the instantaneous mixing rate, defined as the rate of increase in
P due solely to fluid motions (Peltier & Caulfield 2003).

Since changes in #5 can be computed easily by a simple sorting of the density field,
this quantification of the mixing rate lends itself well to the numerical simulations
performed here. The interaction between various energy reservoirs described by
evolution equations (2.6)—(2.10) are shown schematically in figure 4. The partition of
2 into Z, and Zp allows for the distinction between stirring and mixing processes.
Stirring processes are associated with reversible energy transfers between £, and A,
and mixing processes are due exclusively to the irreversible transfer of energy to 25
from 2,.

It is also instructive to partition ¢ into components that can be associated
with the kinetic energy of motions related to the mean flow, the two-dimensional
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FIGURE 4. Illustration of the relationships between the various energy reservoirs and the
transfers between them. Bidirectional arrows indicate reversible transfers whereas unidirectional
arrows represent irreversible transfers (after Winters et al. 1995).

primary instability, and the three-dimensional secondary instabilities and subsequent
turbulence. Following Caulfield & Peltier (2000), this is done as follows:

_ 1 L
A = (@02 2.11a)
Hoag = (Alu)z«uw )2 (2.11b)
Hsg = (Alu)z«uw u3a)/ ) e (2.11¢)

where

u(z,t) = (u),y, (2.12qa)
wa(x, 2, 1) = (u — i), (2.12b)
Usy(x,y,z,t) =u—iu — uyy, (2.12¢)

and (-); represents an average in the component direction i. From these definitions it
follows that

H = A+ Hrg + H 3.
It is important to note that the exchange between these reservoirs is reversible,

implying that energy may be transferred directly from 2, via 4 to any of the kinetic
energy reservoirs.

2.4. Mixing efficiency

In the study of stratified flows, the efficiency of a mixing event has been defined
as the ratio of the increase in potential energy of the system to the work done by
the kinetic energy of the driving mechanism (Caulfield & Peltier 2000). In this case,
kinetic energy is extracted from the shear layer, and work is done by the instability on
the fluid through mixing of the density field, and in losses due to viscous dissipation.
With this in mind, a suitable measure of the mixing efficiency can be arrived at by
inspection of the energy evolution equations (2.6)—(2.10). First, note that if a reservoir
is defined that consists of both #° and 2,4, then the reversible transfer associated
with # is eliminated and all transfers between reservoirs are irreversible. It can be
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seen that the energy consumed by the mixing event can be used for two different
processes: to be lost to the internal energy of the fluid by viscous dissipation, or to be
used to mix the density field and supply background potential energy. So by defining
the instantaneous mixing efficiency, &;, as

M
M+’

we are taking the ratio of the rate at which the mixing event is supplying potential
energy, to the total rate at which energy is being lost in the process. This definition
is equivalent to that discussed in Caulfield & Peltier (2000) and Peltier & Caulfield
(2003), and has the property 0 < &; < 1.

Also of interest is the flux coefficient I'; = .#/¢’. Here the viscous dissipation has
been split into mean and fluctuating components ¢ = ¢’ + &, where the dissipation of
the mean flow is given in dimensionless form by

-\ 2
§=—Re! <(j”z‘> >V. (2.14)

The flux coefficient is often used in approximating turbulent mixing based on
dissipation measurements in field studies (e.g. Smyth et al. 2001) and is the ratio of the
rate of increase in potential energy to the rate of kinetic energy loss of the disturbance.

Of course &; and I alone are not sufficient to describe the mixing behaviour in
a particular flow — the magnitude of the energy transfers are also important. For
example, if both .# and ¢ are small then &; may be close to unity, indicating highly
efficient mixing, yet the transfers themselves may not represent a significant mixing
process.

It is also useful to define a cumulative mixing efficiency and flux coefficient as

5C.E/Tﬂdt/</1ﬂﬂdl+/T8dt>, (2.15)
FCE/T//dt//Ts/ dr, (2.16)

where T denotes some duration of interest (Peltier & Caulfield 2003). If T is taken
as the total duration of a mixing event, then &, gives the total proportion of energy
that is used to perform mixing to the total amount of energy expended in the process.
This gives an indication of the mixing efficiency of the entire event, rather than an
instantaneous value.

& = (2.13)

and

3. Numerical solution method
3.1. Description of numerical model

The numerical simulations performed in this study were carried out using a three-
dimensional spectral model designed for the study of stratified flows (see Winters,
MacKinnon & Mills 2004 for a full discussion). It is used here to solve the
incompressible equations of motion for a Boussinesq fluid in the absence of external
forces and rotational effects described by

Du 1

P 2 2
— = Vp— —gk+vVu 3.1
Dr P8 (3.1)
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and
V-eu=0. (3.2)

Here D/Dt = 3/9t +u -V denotes a material derivative and k is the unit vector in the
vertical direction (positive upwards). The pressure field is given by p, and the density
field by p. Since the density field is governed by an active scalar it evolves subject to
the advection—diffusion equation

2
Dr = kVop. (3.3)
For the purposes of this study any nonlinearities in the equation of state are neglected.

Since the viscous and diffusive terms from (3.1) and (3.3) are purely molecular
this numerical solution method fits into the direct numerical simulations (DNS)
category. Owing to the present limitations involving computational resources, DNS
is constrained to study flows with relatively small domain sizes, and lower values of
Re and Pr than would often occur in nature. In the DNS of a homogenous fluid, the
difficulty of simulating high-Re flows lies in the large range of length-scale variability,
where the largest scales are generally given by the domain size, and the smallest scales
are O(Lg) (Moin & Mahesh 1998). Here, Lx = (v*/€)'/* is the Kolmogorov length
scale, where € is the rate of viscous dissipation. This represents the scale at which
velocity gradients are diffusively smoothed by viscosity. However, in a stratified flow
where Pr > 1, as is the case here, the smallest scales are determined by the Batchelor
length Ly = Lg/Pr'/? (Batchelor 1959). This expresses the fact that the smallest
scales are now determined by scalar gradients smoothed by molecular diffusion — a
relatively slower process. High Pr fluids are therefore able to generate significantly
smaller scales than realized in otherwise homogenous flows.

This limitation has been partially alleviated by a modification of the Winters et al.
(2004) model to aid in the simulation of higher Pr fluids. The modification includes
an additional active scalar field that is resolved on a grid twice as fine as the velocity
and pressure grids. Originally designed for the study of differential diffusion, i.e. the
mixing of two scalar fields with different Pr (see Smyth, Nash & Moum 2005), it is
used here for a single scalar at moderate Pr.

3.2. Initial and boundary conditions

In order to reduce the number of time steps required for the initial growth of the
primary instability, a perturbation is applied to the initial velocity and density fields.
The perturbation varies only in the streamwise direction (as the primary instability is
two-dimensional, confirmed by Haigh & Lawrence 1999; Smyth & Peltier 1990) and
is determined from the solution of the Taylor—Goldstein equation incorporating the
effects of viscosity and mass diffusion.

Solution of the Taylor—Goldstein equation predicts the structure of the resulting
instability, given by the eigenfunctions, as well as the growth rate and phase speed for
a disturbance of a given wavenumber, as found in the eigenvalues. Since it is generally
found that the wavenumber of the fastest growing mode dominates the nonlinear
development of the flow (Lawrence et al. 1991), the perturbation is applied at the
wavenumber of maximum growth rate. Solution of the Taylor—Goldstein equations
is based on linear theory and assumes that the perturbations have infinitesimally
small amplitude. For this reason, the perturbation must be small enough to ensure
it spends some time in the linear regime and does not adversely affect the nonlinear
growth of the instability. A maximum displacement amplitude of 0.14¢ was found to
be sufficient for these purposes.
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Simulation number

1 2 3 4 5 6 7
a 0 0 0.25 0.50 1.0 1.5 2.0
R 1 3 3 3 3 3 3
N, 128 192 128 128 128 128 128
N, 96 96 96 96 96 96 96
N, 192 192 192 192 192 192 192

v/ ho 6.98 8.97 6.16 5.71 5.71 6.04 6.28
0.081 0.023 0.090 0.131 0.163 0.172 0.176

Q ~

TaBLE 1. Summary of numerical simulations performed. Here, {N,, Ny, N} refer to the number
of points used in each dimension of the coarse grid. The finer mesh has double the resolution
of the coarse grid. Dimensionless growth rates obtained from linear theory are given by o for
each simulation.

In addition to the perturbation described above, a random perturbation is applied to
the velocity field to stimulate the growth of three-dimensional secondary instabilities.
The amplitude of the perturbation is evenly distributed in the range +0.005Au, and
is centred on the density interface (see SWO03 for details).

The computational domain consists of lengths in each of the streamwise, spanwise
and vertical directions denoted by {L,, L,, L.}, respectively. The boundary conditions
are periodic in both the streamwise and spanwise directions so that L, is given by the
fastest growing wavelength determined by the linear stability analysis. The streamwise
extent, therefore, varies for each simulation. In order to accommodate a number of
wavelengths of the resulting secondary instabilities, all simulations have L, = 4.5h,.
This estimate is based on the observations of secondary instabilities from KH and
Holmboe simulations in Caulfield & Peltier (2000) and SWO03. The no-flux free-slip
boundary conditions are employed in the vertical directions requiring the vertical
velocity and vertical fluxes to vanish, i.e.

ou _ av

dp
o = 52| = o -
z=0,L, <

-0, —0. (3.4)

2=0,L, 9z 7=0,L,

A value of L, = 9hy was chosen such that the vertical boundaries are large enough
to have a negligible influence on the development of the instability. A summary of
the simulations discussed in this study is shown in table 1.

4. Results
4.1. The symmetric case: KH and Holmboe instabilities

Simulation results are examined first in the symmetric case (a = 0), where KH and
Holmboe instabilities are found to develop. This gives a basis for comparison in the
asymmetric cases (a # 0), and helps illustrate the effects that asymmetry has on the
flow.

4.1.1. Kelvin—Helmholtz case

The evolution of the KH instability can be seen in the two-dimensional (x, z)-slices
of the density field shown in figure 5. These slices are taken at the centre of the
spanwise domain (y = L,/2) and are similar to visualizations of the density field
encountered in laboratory investigations where light sheets are used to illuminate the
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FIGURE 5. Plots of the density field in the KH simulation showing its initial development (a),
and a time of turbulent motion (b). Slices of the (x, z)-plane are taken at y = L,/2 with
non-dimensional times (a) t = 45, (b) t = 104.
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FIGURE 7. Plots of the density field in the Holmboe simulation showing its initial development
(a), and a time of turbulent motion (b). Slices of the (x, z)-plane are taken at y = L,/2 with
non-dimensional times (a) t = 89, (b) t = 200.

flow (e.g. Lawrence et al. 1991; Schowalter, Van Atta & Lasheras 1994; Hogg & Ivey
2003).

The initial development of instability is characterized by the formation of a locally
unstable billow region in which a large-scale overturning of the central isopycnal is
accomplished. This process of primary growth is essentially two-dimensional and sees
the entrainment of interfacial fluid into the billow core. Once the overturn is initiated,
three-dimensional secondary structures grow mainly within the statically unstable
regions of the billow (this aspect of KH instabilities has been examined in detail
in Klaassen & Peltier 1991). As the flow within the billow becomes increasingly
complex, the transition to turbulence is observed. With the transition comes a
breakdown of the primary billow and a lateral spreading of the mixed core of
fluid. Turbulence decay and restratification are then observed. It should be noted that
the term ‘turbulence’ is being used loosely in the above description and throughout
the rest of the paper to indicate a region of complex or chaotic flow structure, and the
low Re used may preclude this flow from fitting descriptions of turbulent mixing in
other studies (e.g. Dimotakis 2000, 2005).

The above description can be made more quantitative by examining the energy
exchange as outlined in §2.3. Figure 6 shows the evolution of the potential energy
reservoirs, the irreversible transfers .#, ¢’ and g, and the flux coefficient I'; and mixing
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FIGURE 6. Energy reservoirs and transfers for the KH simulation. The plot in (a) includes the
potential energy reservoirs 2 (solid line), 2 (dashed line), and [ & dr (dotted line). In (b)
the irreversible transfers ¢’ (solid line), & (dotted line) and .# (dashed line) are shown along
with &; (solid line) and I (dashed line) in (c¢). The 5, (dashed line) and 35 (solid line)
reservoirs are plotted in (d) where they are expressed as a fraction of the initial kinetic energy
Ao = A(0).

efficiency &; for the KH instability with all times non-dimensionalized by hy/Au.
Figure 6(a) shows a relatively rapid growth in £, (obtained from the difference
between £ and #p3) owing to the roll-up of the primary billow. At ¢ =~ 45, the
flow has reached its state of maximum potential energy (and maximum £,) when the
billow has saturated. Shortly after this time, the billow core begins to collapse owing to
the growth of three-dimensional secondary instabilities which appear to be associated
with the locally unstable regions around the billow core. Thus far, the rate of mixing
has steadily increased until its peak at r ~ 50. At this time, the secondary instabilities
have evolved into coherent structures within the billow core. These structures resemble
those observed in the stratified mixing-layer experiments of Schowalter et al. (1994).
However, the flow within the billow (or elsewhere) cannot be called turbulent; but, it
is on the verge of turbulent collapse. As can be seen in figure 5, the greater degree of
mixing within the core region has produced a ‘pocket’ of intermediate density fluid
that is vertically centred between the two relatively undisturbed layers. Through a
combination of both buoyancy forces and the background shear, this pocket spreads
laterally throughout the centre of the domain where the density profile assumes a
statically stable configuration as the flow relaminarizes.

By inspection of figure 6(b), it can be seen that the highest levels of viscous
dissipation occur well after the highest levels of mixing, and can be identified with
the lateral spreading and shearing of the mixed billow core. In this stage of the flow,
the surplus of 2, gained initially by the billow roll-up has largely been consumed.
With no other stirring mechanism present for the formation of #,, the small-scale
turbulent motions have little effect on mixing. This general trend can be seen in
figure 6(c), where both &; and I} peak in the early stages of ‘preturbulent mixing’
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FIGURE 8. Energy reservoirs and transfers for the Holmboe simulation. Details as in figure 6.

(to use the terminology of SWO03), whereas the later stages are marked by a much
lower efficiency corresponding to the collapse of the core region. Attention should
be given to the low levels of & attained in this KH simulation. Previous studies by
Caulfield & Peltier (2000) and Staquet (2000) show significantly greater levels of &'
This is expected to be a feature of the low Re on the KH billow at this particular J.

Through examination of figure 6(d), the initial stage of primarily two-dimensional
growth can be seen in the exponential growth of the /", reservoir. A more rapid
growth of ¢ 3, follows once significant statically unstable density regions have formed
at t &~ 25. This rapid and relatively constant growth rate of ¢ 3, continues until r ~ 60
— shortly after the time of greatest mixing. The 5, reservoir then slowly peaks at
the time when &’ is largest and gradually drops off as relaminarization occurs.

4.1.2. Symmetric Holmboe case

As the scale ratio R, is increased, the stratification is compressed to a layer thinner
than the shear thickness. While J remains unchanged, the density gradient is locally
sharpened in the centre of the domain. This results in the formation of Holmboe’s
instability as seen in figure 7, p. XXX. The growth of Holmboe’s instability is
considerably slower than that of the KH, as is expected from its smaller linear growth
rate (see table 1 for the linear growth rate o, for each simulation).

Before the onset of turbulent motions, the energy characteristics shown in figure
8 can be seen to be marked by a pronounced oscillation. This is due to a standing
wavelike motion that develops during the growth of the instability. This motion is
caused by the interaction of the upper and lower modes to produce a reversible
transfer of energy between the % and £ reservoirs by the buoyancy flux #. The
result is an oscillation of the primary density interface that is in phase with the
passage of the upper and lower modes. Irreversible transfers are also taking place
through ¢ and .# that exhibit the same oscillation (figure 8b). As was shown in
SWO03, both the net amount of mixing (given by [.# dr) and ¢’ attain higher levels
in the Holmboe instability than the KH. Once the turbulent transition is reached at
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t ~ 200, the waves breakdown and release the last of the 2, and . that was attained
during the preturbulent growth phase. This aspect of symmetric Holmboe instabilities
is discussed in greater detail in Smyth, Carpenter & Lawrence (2007).

Secondary instability (indicated by #'3;) is not evident until # ~ 60. Once the
growth of ¢ "3, begins, it is at a lower rate than the KH simulation and is not strongly
influenced by the standing-wave motion. Secondary motions are described in detail
by Smyth (2007), and consist of horizontal shear production in the lee of the wave
crests, as well as sloping convection in the crests. At no point in the simulation are
large-scale overturns of the central isopycnal present. The mixing accomplished by the
Holmboe instability is due to other processes that leave the density interface relatively
intact. These will be discussed in the following in the context of AH instabilities as
well.

4.2. The asymmetric case: AH instabilities and the effects of asymmetry

A series of simulations is now presented in which the asymmetry factor, a, is gradually
increased while leaving all other parameters constant (with the exception of L, as
discussed in §3.2). Note that in these simulations R = 3, and the resulting instabilities
appear more closely associated with the Holmboe modes observed in the symmetric
case. Linear stability analysis of the asymmetric configurations shows the presence of
two modes of instability: a dominant mode with a larger growth rate that forms on
the side of the density interface with a greater fraction of initial shear-layer vorticity,
and a weaker mode with small growth rate in the opposite layer (Lawrence et al.
1991; Haigh 1995). However, for all simulations performed in this study, the value of
J chosen results in the stabilization of the weaker mode according to linear theory.
As can be seen in the evolution of the density fields in the following simulations, only
the dominant AH mode develops initially (owing in part to the initial perturbation
and streamwise periodic boundary conditions) and grows more rapidly than both the
KH and Holmboe instabilities, as is expected from its larger linear growth rate (cf.
table 1).

42.1. a = 0.25 case

The energy characteristics for the a = 0.25 asymmetry are shown in figure 9.
Initially, the potential energy of the a = 0.25 AH instability bears resemblance to
the KH case, where there is a rapid growth of #, owing to the formation of a
billow structure. This billow is qualitatively different from standard KH billows in
that it never accomplishes a complete overturning of the central isopycnal; leaving
the density interface intact, it draws fluid of intermediate density from the upper
portions of the interface (figure 10). The billow structure thins soon after its initial
development to resemble more closely a Holmboe mode, where a cusp-like wave
forms that is continually entraining a wisp of fluid into the leading vortex, located in
the dominant upper layer. This entrainment process supplies 2, which is then mixed
within the primary vortex at a relatively steady rate (figure 9b). Mixing continues in
this manner for a substantial period of time (¢ ~ 45 — 110) during which secondary
instabilities grow within the primary vortex.

This preturbulent period shows a developing three-dimensional structure that
remains coherent. As in the KH simulation, this coherent mixing stage is marked
by the highest levels of &; and I};. The secondary instabilities also appear to be
associated with the statically unstable regions created in the primary vortex, similar
to the KH case. Figure 11 shows the development of this three-dimensional motion in
the (y, z)-plane taken from the trailing edge of the primary vortex slightly downstream
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FIGURE 9. Energy reservoirs and transfers for the ¢ = 0.25 simulation. Details as in figure 6.

of the cusp in the later stages of the preturbulent period (r = 89). Density structure
similar to this was observed in the mixing-layer experiments of Schowalter et al. (1994)
where the locally unstable stratification led to the amplification of streamwise vortices
through the baroclinic generation of vorticity (see their figure 26a in particular).

The breakdown of the primary vortex to incoherent three-dimensional motions is
reflected in the rise of &’ with a maximum at ¢ ~ 140, after the majority of the mixing
has occurred. However, the rate of mixing remains relatively constant, and begins to
trail off only after the turbulence begins to decay and the upper layer relaminarizes.
This indicates that the turbulent motions are mixing previously entrained — but not
completely mixed — fluid in the dominant layer.

It should be noted that towards the end of the simulation the weaker mode is
observed to develop in the lower layer. The development of this mode is perhaps not
surprising considering that the density gradient of the weaker layer remains sharp
while an appreciable amount of shear-layer vorticity remains. However, it is possible
that the growth of the weaker mode has been compromised somewhat owing to the
periodic streamwise boundary condition. This boundary condition forces the mode
to develop at only those wavenumbers that are harmonics of the streamwise domain
length L,. In general, the results of linear stability analysis show that the weaker
mode has maximum growth rates at higher wavenumbers than the dominant mode
(Haigh 1995). The simulation was not carried out for long enough to quantify the
behaviour of the weaker mode.

The growth of both primary and secondary instabilities can be seen in the # 5,
and %3, curves in figure 9(d), respectively. Here the kinetic energy associated with
the primary instability, 2#"»;, grows at a near constant exponential rate until t ~ 25,
corresponding to the time at which the initial billow structure begins to thin. This
time marks the beginning of secondary growth given by 3,. The initial growth rate
of secondary instabilities can be inferred from the slope of this curve, and is seen to
be larger than that of the primary instability. This is in agreement with the results for
symmetric stratified shear layers in SW03 and Caulfield & Peltier (2000). As the "3,
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FIGURE 10. Plots of the density field in the a = 0.25 simulation showing a time of initial
development (a), and a time of turbulent motion (b). Slices of the (x, z)-plane are taken at
y = L,/2 with non-dimensional times (a) t = 45, (b) t = 141.
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FiGURE 11. Cross-section in the (y, z)-plane of the density field with us,; vectors overlaid for
the a = 0.25 simulation. The streamwise location is taken within the primary vortex for
x = 4ho at dimensionless ¢ = 89.

reservoir reaches appreciable levels, /"5, begins to decay as transition occurs. By the
end of the simulation the signature of the weaker mode can be seen in the levelling off
of the 45, curve with a pronounced oscillation as it interacts with residual motions
on the density interface.

4.2.2. a =0.50 case

As the asymmetry is increased to a = 0.50, both similarities and departures from
the a = 0.25 case can be seen. In figure 12, a sharp rise in £, can be seen as a
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FIGURE 12. Energy reservoirs and transfers for the a = 0.50 simulation. Details as in figure 6.

billow structure develops. The quicker formation of the intial instability is consistent
with the high growth rate predicted by linear theory. By examining the density field
in figure 13(a), it can be seen that the billow grows to a larger diameter than in the
a = 0.25 case. This is not surprising since the dominant layer has a greater fraction of
the initial shear-layer vorticity available. The rapid development of the AH instability
leads to a considerably larger £, increase in this case, and appears to have overshot
the amount of dense fluid that it can entrain in the primary vortex. This is suggested
by the subsequent thinning of the initial billow to produce the cusp-like wave structure
shown in figure 13(a). Remnants of the energetic initial growth can be seen in the
portion of dense fluid that has been entrained into the primary vortex (at the bottom
right of the vortex in figure 13a). In this respect, the initial development of the AH
instability resembles a transient ejection event rather than the steady roll-up of a
KH-like billow. This description of the initial development becomes clearer as the
asymmetry is increased further, discussed in following paragraphs.

Following initial development, the flow enters a preturbulent period in which the
majority of the mixing is accomplished. Just as in the a = 0.25 case, this period
sees the growth of secondary instabilities leading to the turbulent transition indicated
by elevated levels of &' starting at t+ ~ 100. Throughout both the preturbulent and
turbulent phases the mixing stays relatively constant with small changes present
in the turbulent phase and in periods associated with ejection events. Again, the
preturbulent phase is found to be the most efficient, with a gradual decline following
the development of a more complex flow structure. During the preturbulent phase,
high levels of mixing are maintained by the entrainment of fluid from the upper
portions of the density interface by the primary vortex. Since the entrained fluid is
of only intermediate density, there appears to be no saturation of the primary vortex
as is found in KH instabilities. This entrainment and mixing of the interface leads to
sharper scalar gradients and higher mass fluxes.

The amplification of streamwise vorticity by locally unstable regions still appears
to be a prominant cause of three-dimensional motions. However, a more complex
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FIGURE 13. Plots of the density field in the a = 0.50 simulation showing a time of initial
development (a), and a time of turbulent motion (b). Slices of the (x, z)-plane are taken at
y = L,/2 with non-dimensional times (a) t = 45, (b) t = 141.
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FIGURE 14. Cross-section in the (y, z)-plane of the density field with us, vectors overlain for
the a = 0.50 simulation. The streamwise location is taken within the primary vortex for x = 4h
at t = §9.

interaction between the streamwise vortices and the density interface is observed for
a = 0.50. This consists of a three-dimensional entrainment of fluid from the density
interface within the primary vortex (figure 14). By examining the growth of 2’3,
in figure 12(d) it can be seen that these two processes are intimately linked. The
evolution of %", and #'5, appear qualitatively similar to the ¢ = 0.25 simulation.
However, there is a notable change in the growth rate of 5, beginning at r =~ 45
corresponding to the sinking of the initial ejection to the level of the density interface.
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FiGUre 15. Energy reservoirs and transfers for the a = 1.0 simulation. Details as in figure 6.

The approach of the dense ejection to the underlying interface can be noted in figure
13(a) in the right-hand side and bottom of the primary vortex, where there is a slight
accumulation of dense fluid. In this position, the development of three-dimensional
motions appears to be suppressed by the stable stratification of the density interface.
This can be seen in the brief period of decreasing %", taking place for ~ 2hy/Au time
scales at t &~ 50. This relationship between the growth of three-dimensional motions
and ejection events can be seen more clearly as the asymmetry is increased and is
discussed in greater detail in the following section with respect to the a = 1 case.

4.2.3. a =1.0 case

A further increase in the asymmetry to a = 1.0 results in the energy characteristics
shown in figure 15. Again, the higher growth rate and greater fraction of initial
shear-layer vorticity available leads to the rapid formation of 2 ,. This initial spike
drops considerably owing to the immediate break-off and vertical settling of the dense
ejection of fluid at the bottom of the primary vortex. This process is demonstrated in
figure 16(a—c), where slices of the density field are shown with contours of a spanwise
average of J'3;. The times of these plots are taken before, during, and after the
suppressed growth of %3, shown in figure 15(d) occurring at ¢t ~ 45. It can be seen
that the highest levels of "3, are concentrated in the dense ejection. In figure 16(b),
the instability is in a phase where the energy of the secondary structures is in a state of
decay. In this state, the dense ejection has come into close contact with the underlying
density interface, and is the highest concentration of #7s,. This indicates that the
stability of the interface is acting to suppress the growth of secondary structures in
the ejection.

The view proposed in the a = 0.5 case (§4.2.2), that the initial development of the
instability is best thought of as an ejection event, is now clear. It can be characterized
by a rise and fall in #, followed by slightly higher values of ¢’ and .#. This same
signature can also be seen at a later time of r ~ 55 — 75 where a second ejection is
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FIGURE 16. Plots of the density field and (#'3,), contours in the a = 1.0 simulation showing
times corresponding to the initial development before the sinking of the ejection (a), during
the damping phase of #'3; where the ejection has contacted the density interface (b), and
during the subsequent growth phase of 23, as a second ejection is occurring (c¢). The contours
have the values (1,2,3) x 1077 in (a), (1,2,3) x 107 in (b), and (3,5,7) x 1073 in (c). A
time of turbulent motion is shown in (d) without (#73;), contours. Slices of the density field
in the (x, z)-plane are taken at y = L,/2 with non-dimensional times (a) t = 30, (b) t = 45,
(c) t =57, (d) = 104.

underway. The initial stages of this event are visible in the density field of figure 16(c)
at a time when £ is very near a local maximum.

Higher rates of mixing are observed in the turbulent phase which is considerably
more energetic than the cases of lower asymmetry (as evidenced by the higher levels
of & in figure 15b). This follows from the greater fraction of shear-layer vorticity
available which produces larger billow diameters and higher local Reynolds numbers
Re; = Aud/v, where § is taken as the billow diameter. The preturbulent period of
high &; and I3 is correspondingly shortened as #';;, grows at a faster rate.

424. a > 1 cases

Thus far, as the asymmetry is increased so too are the gains in #p and ¢';
as the instabilities extract greater energy from the shear layer they are able to
produce greater, more energetic mixing. Intuitively, this relationship cannot hold as
the asymmetry is increased indefinitely, since the flow would approach the Rayleigh
instability of a homogenous free shear layer overlying an undisturbed density interface.
In fact, the stability properties of the a > 1 modes presented in §2.2, figure 3, suggest
that the resulting instabilities might be closer to that of a Rayleigh mode than a
Holmboe mode.
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The pairing of adjacent vortices that is present in homogenous and low-J shear
layers subject to the Rayleigh and KH instability will be expected to play a role
as a increases, and a thorough examination of this mechanism is beyond the scope
of the present study. The pairing process in asymmetric flows has been observed by
Pawlak & Armi (1998) in their experiments of spatially accelerating stratified shear
layers. It should be noted that the mechanism of vortex pairing is not present for the
KH simulation discussed above, as confirmed in SW03. At lower J, the pairing of KH
billows can have a significant impact on the turbulent transition and the evolution
of the flow. Because of these limitations, the a > 1 simulations are included to add a
level of completeness to the examination of asymmetry effects. Therefore, results of
the simulations are not presented in detail here, but will be discussed in the following
section in the context of the lower asymmetry simulations.

5. Discussion

It has been found that mixing by shear instabilities can be broken down into two
fundamentally different processes that are characteristic of KH and Holmboe-like
modes. In the KH case, where the thickness of the density interface is of the same
order as the thickness of the shear layer (i.e. R = 1), growth of the instability is
characterized by a large-scale overturning of the central isopycnal. It is found to have
a short, but efficient, preturbulent phase in which the highest rates of mixing are
observed. In this state, the saturated KH billow has developed secondary instabilities
of large amplitude which supply further energy to the mixing process. This phase
ends with the turbulent collapse of the localized unstable regions within the billow
core.

In SWO03, it was found that the lower primary growth rate of the Holmboe instability
led to a longer preturbulent phase where greater mixing was accomplished. Here, a
longer preturbulent phase of high-efficiency mixing was found to occur even in the AH
instabilities exhibiting larger growth rates. The instability can support more energetic
three-dimensional motions before the turbulent transition, leading to greater mixing.
It is possible that the importance of the preturbulent phase is particular to the low
Re of the flow, since in KH flows with higher Re the greatest rates of mixing are
observed in the turbulent phase (Caulfield & Peltier 2000; Staquet 2000).

To compare the growth of three-dimensional motions in each simulation,
figure 17(a) shows the evolution of the J#"3, reservoir in each case. The 3, growth
of the Holmboe simulation is the result of different processes (Smyth 2007). These
include horizontal shear production in the lee of the wave crests as well as sloping
convection in the crests of the waves. The ability of AH instabilities to support more
energetic three-dimensional motions is indicated by the higher levels of # 3, attained
in figure 17(a), and can be attributed to the higher local Reynolds numbers found in
these simulations.

Though the properties discussed above apply to all AH instabilities in this study
to varying degrees, there are large differences in the total amount of mixing between
the various asymmetric cases. The net amount of mixing — measured as the total
background potential energy gain due to fluid motions — is plotted for each simulation
in figure 17(b). The general trend is the larger the degree of asymmetry becomes, the
more the development of the instability is dominated by shear-layer vorticity. In this
respect, the larger asymmetries enable extraction of a greater amount of energy from
the initial shear layer. This can be seen by looking at the total average kinetic energy
reservoir, 4", in each of the asymmetric cases shown in figure 17(c). Since the ¢
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FIGURE 17. Comparison plots for each simulation showing (a) # 34, (b) the total amount of
potential energy gain due to mixing over time, and (c) the loss in total kinetic energy # over
time.

reservoir is the energy source of the instability, it gives a good indication of the levels
of extraction in each simulation. These plots show a greater extraction of energy as
the asymmetry is increased. This result also agrees with the observations of increasing
initial billow diameters and an increased presence of ejection events in the cases of
greater asymmetry.

Although an increased extraction of energy from the shear layer is observed in cases
of greater asymmetry, this does not necessarily lead to a greater mixing of the density
field. The proportion of the total energy extracted that is used to perform mixing is
given by the cumulative mixing efficiency, &,.. Closely related to this is the cumulative
flux coefficient I, which expresses the ratio of the total amount of energy used to
perform mixing to the net amount consumed by the instability and turbulence in the
process. Figure 18 shows the net energy gain due to mixing as well as &, and I, for
various asymmetries. Here it can be seen that increases in « initially lead to a more
efficient mixing process. This efficiency begins to drop off for a = 1.5 and is most
probably due to the greater distance between the centre of instability and the density
interface. Eventually a point is reached at a ~ 2 where although the highest levels of
energy are extracted from the shear layer, a similar level of mixing is accomplished. A
similar trend can be noted in I',, but it begins to decrease for a = 0.5. This highlights
the shorter durations of the preturbulent mixing phase that occur as higher growth
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FiGURE 18. Changes in (a) the total energy gain due to mixing, (b) &, and (c¢) I, for the
various asymmetries. The cross and asterisk denote values in the KH and Holmboe simulations,
respectively.

rates of three-dimensional motion are achieved. The difference in magnitude between
the &, and the I'. measures of efficiency can also be attributed to the role of & in
the denominator of &, in (2.15). In flows of higher Re, the & term can be expected to
play a less significant role.

The intuitive notion espoused in SWO03 — that for sufficiently large J and R, the
density interface effectively acts as a flexible barrier to the vorticity of the shear
layer — can be seen to support these results. Since this barrier is sufficiently strong, it
prevents communication between layers, and isolates the vorticity of the weaker layer.
By this process, the extraction of energy in the AH instability is limited to the shear
of the dominant layer until the formation of the weaker mode. As the asymmetry is
increased past a 2 1.5, the growth of the instability is increasingly isolated from the
density interface and cannot perform mixing as efficiently. Instead, the mixing that
is accomplished is mainly through the turbulent entrainment and mixing process
that ensues once the transition has taken place. If a were to continue to increase,
the instability would approach that of an homogenous shear layer with a vanishing
mixing efficiency and flux coefficient.

The simulations having greater asymmetries also show increased levels of mixing in
the turbulent phase. With a greater extraction of energy from the shear layer comes
larger billow diameters; the largest energy-containing scale of the flow. This feature of
AH instabilities allows the local Reynolds numbers attained during the flow evolution
to become dependent on the degree of initial asymmetry. It is therefore not surprising
that the cases of larger asymmetry show increased mixing during the turbulent phase.

In accordance with the theoretical and laboratory investigation of Lawrence et al.
(1991), the development of AH instabilities resulted in a distinct one-sidedness. The
final result of this one-sidedness is a greater mixing of the density profile in the
dominant layer. This can be seen in the final averaged density profiles shown in
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FIGURE 19. Initial and final density characteristics of select simulations. Shown in (a), (¢), (e)
and (g) are the distribution of density elements in the computational domain for the KH,
Holmboe, a = 0.25 and a = 0.50 simulations, respectively. The initial time is denoted by dark
bars and the final time by light bars. In (b), (d), (f) and (h), the initial (dashed line) and final
(solid line) density profiles are given for the KH, Holmboe, a = 0.25 and a = 0.50 simulations.
All density values are given as the difference from the initial mean density po.

figure 19 where an initial profile is included for comparison. The vertical distribution
of density elements is also shown in figure 19 for both an initial and final simulation
time. These plots indicate that the mixing processes in AH instabilities are responsible
for the production of largely low-density fluid (since the dominant layer coincides
with the low-density stream in this case). This confirms the observation that it is fluid
from the upper portions of the interface that is mixed in the upper layer. This process
results in a slight deepening of the upper layer in which the effects can be noticed at a
distance of ~ 2.5k, from the new interface position. The weaker layer is left relatively
untouched with a sharp gradient still intact. This allows for the formation of the
weaker mode sometime after the dominant mode has stabilized, as was observed in
the a = 0.25 and a = 0.50 cases.

The different mixing behaviour of the KH instability can also be seen to manifest
itself in the final density distribution, shown in figures 19(a) and 19(b). Here, the
mixing process is responsible for producing exclusively intermediate density fluid.
This observation was noted in §4.1 as the mixing was concentrated primarily within



Asymmetric Holmboe instabilities 129

the billow core and originated from the entrainment of high- and low-density fluid
from the entire interface into the billow. The increase in intermediate density fluid
leaves a step-like structure in the profile with two locations of higher gradients. See
Caulfield & Peltier (2000) for a discussion of this density profile generation in KH
instabilities of lower J and higher Re. It should also be noted that the vertical extent of
the mixing is entirely within the original shear layer and density interface thickness —
in marked contrast to the AH cases. The Holmboe simulation (figures 19¢ and 19d)
displays mixing behaviour similar to the AH cases in that the final density distribution
shows mixing concentrated above and below the interface.

The difference between mixing behaviour in AH and Holmboe instabilities and
that of KH instabilities was first noticed by Thorpe (1968). While performing tilting-
tube experiments, it was observed that in certain mixing events that bear a strong
resemblance to the AH instabilities identified here, the density interface ‘retains its
identity’, meaning that mixing is accomplished without the collapse of overturned
regions. In this case, there is no mixing of fluid across the interface — as is the
dominant process in KH instabilities.

6. Conclusions

A sequence of direct numerical simulations has been performed in which the effects
of asymmetry on the evolution and mixing of stratified shear instabilities has been
examined. The results are compared to the two symmetric instabilities, namely, the
KH and Holmboe instabilities. Two different mixing mechanisms are found to emerge.
The first is present only in the KH case, and consists of a large-scale overturning
of the central isopycnal. Mixing generated in the collapse of this overturn results
in the production of intermediate density fluid, and a layered density profile. The
second mixing mechanism is found in both Holmboe and AH instabilities and is
characterized by the entrainment of partially mixed fluid from the edge of the
interface by a travelling spanwise vortex. This process is marked by periodic ejection
events that are initiated during the primary growth of the instability.

High levels of mixing observed in the AH instabilities are the result of a long-lasting
efficient preturbulent phase, as well as a greater extraction of energy from the shear
layer. The extraction of energy from the shear layer also induces a greater degree of
mixing in the longer-lived turbulent phase in cases of high asymmetry. As the level
of asymmetry is increased, a greater fraction of the shear-layer vorticity becomes
involved in the development of the dominant AH mode, resulting in higher levels of
both mixing and viscous dissipation. In cases exhibiting lower asymmetries, the weaker
AH mode is found to develop after the turbulent breakdown of the dominant mode.
This is only possible because of the one-sided mixing behaviour of the dominant
AH mode which leaves the density interface sharp on the side of the weaker layer.
As first pointed out by Thorpe (1968), the density interface remains intact during
the AH mixing process as a result of this mixing behaviour. The evolution of the
flow and additional mixing associated with the weaker mode has not been studied in
detail.

Three-dimensional structure in the dominant AH modes was found to consist of
streamwise vortical structures that appear to have their origins in the locally unstable
density regions that develop. These structures are influenced by the periodic ejections
of fluid from the cusp region, and are similar to those observed in the laboratory
experiments of Schowalter et al. (1994). The interaction of the streamwise vortices with
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the density interface — particularly during the sinking of ejections to the interface
level — was found to influence the growth of the kinetic energy of the secondary
structures. The analysis of secondary structure presented does not constitute a rigorous
proof of the mechanisms involved however, and must be left for another study. These
processes have further implications for the turbulent transition in AH instabilities
that have not been fully quantified.

Consideration of the features mentioned above have led to the conclusion that
the degree of asymmetry present in the velocity and density profiles is an important
factor in the mixing of stratified shear flows. However, the study of asymmetry in these
flows is far from complete. The present study has focused entirely on a single point
in parameter space, and is representative of only very low-Re mixing events from a
geophysical perspective. A more thorough examination would include a number of
points throughout the bulk Richardson number domain as well as exploring Reynolds
number effects.
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